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ABSTRACT:

The National Institute for Space Research (INPE) is one of the main institutes in Brazil that produce official information about de-
forestation as well as land use and cover in the country, based on remote sensing images. Recently, the open data policy adopted by
many space agencies and governments worldwide has made accessible petabytes of remote sensing images. To properly deal with this
vast amount of images, novel technologies have been proposed and developed based on cloud computing and big data systems. This
paper describes the INPE’s initiatives and experiences in using remote sensing images and cloud services on the Amazon Web Services
(AWS) in order to improve land use and cover monitoring.

1. INTRODUCTION

The National Institute for Space Research (INPE) is the main fed-
eral research institutes in Brazil in Earth Observation and Space
Science areas. Since 1988, INPE has led projects that produce
official information about deforestation and Land Use and Cover
Change (LUCC), such as PRODES (INPE, 2019), DETER (Diniz
et al., 2015) and TerraClass (Almeida et al., 2016). This infor-
mation is created from remote sensing images and is crucial for
Brazilian government to formulate public policies in the environ-
mental area.

Since 2004, the DETER project aims at producing deforestation
alerts for the Brazilian Amazon and other biomes in Brazil (Diniz
et al., 2015). The PRODES project monitors shallow-cut defor-
estation in the Brazilian Amazon since 1988 and is responsible
for providing accurate official deforestation rates for all biomes
in Brazil (INPE, 2019). The data sets generated by DETER and
PRODES are disseminated in a web platform called TerraBrasilis
(Assis et al., 2019). The TerraClass project investigates what the
deforested areas detected by PRODES have become, understand-
ing and explaining LUCC processes in the Brazilian Amazon and
Cerrado biome. Based on remote sensing data analysis and geoin-
formation techniques, interpreters classify deforested areas into
different land use and cover classes and evaluate the spatiotempo-
ral and semantic dynamics of these areas (Almeida et al., 2016).

Recently, the open data policy adopted by many space agencies
and governments worldwide has made accessible petabytes of re-
mote sensing images of different spatial, spectral and temporal
resolutions. For effectively managing and analyzing these vast
amounts of images, novel technologies have been proposed based
on cloud computing and big data systems. Given these chal-
lenges, cloud computing can be seen as a viable option to deal
with the data volume and processing needs (Wang et al., 2013).

Nowadays, several cloud computing environments exist, being
Microsoft Azure Cloud Services and the Amazon Web Services
(AWS) two of the most commonly. Microsoft Azure is a cloud
service platform from Microsoft. It was launched in 2010 and
offers services that can be categorized as Platform as a Service
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(PaaS), software as a service (SaaS) and Infrastructure as a ser-
vice (IaaS). AWS is a cloud service platform by Amazon. It was
launched in 2006 and also can be categorized as PaaS, SaaS and
IaaS.

Both platforms are highly scalable and contains developer tools,
storage, database and networking services. Considering the vol-
ume of remote sensing images, when compared to Azure, AWS
has advantages because it contains several of the most used re-
mote sensing collections, which includes Landsat-8, Sentinel-2
and CBERS-4 images.

In the current era of big Earth observation data and cloud comput-
ing environment, it is crucial to improve the land use and cover
monitoring projects of INPE in order to actually take advantage
of the big amount of remote sensing imagery freely available. In
this context, this paper describes the INPE’s initiatives and ex-
periences in using remote sensing images and cloud services on
the AWS in order to improve its projects for land use and cover
monitoring. To execute this work, the INPE’s team is using the
credits earned under the GEO (Group on Earth Observations) and
AWS Earth Observation Cloud Credits Programme.

The general objective of this work is to use and evaluate the AWS
cloud computing environment, developing applications and ser-
vices to improve the land use and cover monitoring projects of
INPE. The current development on AWS focuses on three fronts:
(1) Forest Monitor Application, described in Section 2.; (2) Brazil
Data Cube generation, described in Section 3.; and (3) LUCC
classification, described in Section 4.. Some final remarks are
presented in Section 5..

2. FOREST MONITOR APPLICATION

Forest Monitor is a web-based platform to support the detection
of deforestation alerts by accessing and visualizing the remote
sensing images stored in the AWS buckets. The system allows
the visualization of Sentinel-2A/MSI, Sentinel-2B/MSI Landsat-
8/OLI and CBERS-4/AWFI image collections from the moment
they are published on AWS. Besides that, it provides functional-
ities for image contrast adjustment, spatiotemporal visualization



Figure 1: BDC Forest Monitor Application.

using a temporal slider and creation of vector layers. A picture of
the prototype platform can be seen in Figure 1.

The Forest Monitor platform integrates all remote sensing images
of medium spatial resolution available in the AS with the defor-
estation polygons detected by PRODE and DETER projects. The
main idea is to provide this platform for image-interpreters in or-
der to improve the analysis and evaluation of deforested areas us-
ing different kinds of remote sensing images. Using this platform,
the interpreters can compare the detected deforestation areas with
the most recently satellite image available in the AWS. When in-
terpreters observe a deforestation, they can create new deforested
areas in the platform by drawing polygons.

Figure 2 presents the Forest Monitor platform architecture. Based
on services provided by RemotePixel.ca, we created Tile Map
Services (TMS) using AWS Lambda service to access satellite
images of the Sentinel, Landsat and CBERS AWS Buckets. For
image collection metadata access, we used the STAC (SpatioTem-
poral Asset Catalog) API provided by the Development Seed (https://sat-
api.developmentseed.org/search/stac) for the Sentinel and Land-
sat image collections and by Kepler (https://cbers.stac.cloud/) for
CBERS images.

3. BRAZIL DATA CUBE GENERATION

Since the beginning of 2019, the INPE’s team is working in a
project called Brazil Data Cube (BDC) (http://brazildatacube.org/).
This project has four main objectives: (1) create analysis-ready
data (ARD) from remote sensing images of medium spatial reso-
lution (10 to 30 meters) for all Brazilian territory, including im-
ages from the Earth observation satellites Landsat, CBERS and
Sentinel; (2) model these ARD data sets as multidimensional
cubes with three or more dimensions that include space, time
and properties; (3) propose and develop novel methods and tech-
niques to store, process and analyze these big Earth observation
data sets using satellite image time series analysis, image pro-
cessing procedures and machine learning methods; and (4) create
LUCC information for Brazil using the data cubes and methods
developed in this project. The Brazil Data Cube project follows

Figure 2: BDC Forest Monitor platform architecture.

a worldwide trend in creating multidimensional data cubes from
remote sensing images for a specific country, such as the Aus-
tralian Data Cube (Lewis et al., 2017) and the Swiss Data Cube
(Giuliani et al., 2017) projects.

The scripts developed in the Brazil Data Cube project are free,
open source and are available on the github https://github.

com/brazil-data-cube. The image acquisition and prepro-
cessing scripts obtain Landsat-8 OLI and Sentinel (2A and 2B)
MSI sensor images, store the images metadata in an internal database
catalog and process these images to generate the surface reflectance
products using LaSRC (Vermote et al., 2016) and Sen2cor (Louis
et al., 2016) atmospheric correction, respectively. Images from
CBERS-4 AWFI are acquired already processed as surface re-
flectance product using MS3 system. Image collections from
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Figure 3: Brazil Data Cube generation.

CBERS-4, MODIS, Landsat-8 and Sentinel-2 are used to gen-
erate the multidimensional data cubes.

Figure 3 illustrates the data acquisition, preprocessing and mul-
tidimensional data cubes generation. To generate a data cube, a
grid is used to search all available images of a given image collec-
tion, these images are merged, reprojected, resampled and grid-
ded, hereafter, a temporal compositing function is used to build
regular intervals (16 days or monthly) and reduce the data dimen-
sionality using functions as median and best pixel approaches.

The data cube generation scripts on AWS are being developed
adopting the same strategies as BDC local scripts, thus enabling
interoperability between the local and cloud computing environ-
ments. The image data cubes creation is based on the orchestra-
tion of several services. Once processed locally, the surface re-
flectance products are being sent for storage in the Simple Storage
Service (S3), which is a storage service that delivers scalability,
availability, security and performance and are cataloged through
a STAC service.

Figure 4 illustrates the data cube generation procedure on AWS.
The AWS Lambda service allows code to run without the need
to provision or manage servers, and can run up to 1000 lamb-
das in parallel. In the context of cube generation lambdas per-
form image manipulation. These lambdas are scaled by the AWS
Simple Queue Service (SQS) service. The AWS Dynamo DB
service is a key-value database that offers high performance. In
the context of data cube generation it is used in the activities or-
chestration. AWS Relational Database Service (RDS) enables the
configuration, operation, and scalability of relational databases in
the cloud, using an instance of MariaDB/MySQL that stores the
product metadata. The Kinesis service serializes messages from
lambdas and enables other lambdas that can process these mes-
sages in an orderly manner, for example access to DynamoDB
and RDS. At the end of the cube generation process, images are
stored in S3 and their metadata are organized in RDS, so that
users can accesss the repository.

Figure 4: Brazil Data Cube generation on AWS.

4. LUCC CLASSIFICATION

The INPE’s team is researching new ways to extract LUCC infor-
mation from big Earth observation data sets, using satellite im-
age time series analysis, machine learning algorithms and image
processing procedures (Picoli et al., 2018) (Santos et al., 2019).
These methods are being developed in an open source R package
called Satellite Image Time Series (SITS) (https://github.com/e-
sensing/sits). The SITS package provides a set of tools for work-
ing with analyses, clustering and classification of satellite image
time series.

Figure 5 illustrates the LUCC classification on AWS, using the
SITS package running in a R Studio Server in the Amazon Elas-
tic Compute Cloud (EC2) service and the MOD13Q1 product
files stored in AWS S3 buckets. To process the classification in
a EC2 service, we choose a machine type called r4.8xlarge with
32 CPUs and 240 GB of RAM memory. Using this AWS EC2
service machine running the SITS R package, we took 1,5 days
to classify 18 years of image time series from MOD13Q1 product
for the Mato Grosso state, Brazil. The LUCC map resulting from
this classification is shown in Figure 5.



Figure 5: LUCC classification on AWS.

The Mato Grosso classification processed around 660 thousands
of raster files of 480x480 pixels stored in AWS S3 buckets. To-
gether, these files composed all time series used in our classifi-
cation method. To process all these volume of files, we made a
catalog metadata indexing them. This catalog, that is being de-
veloped as a web service, is a central component of the data cube
technology. It enables the search and retrieval of data in raster
stored in buckets and facilitates the interoperability between ser-
vices and clients software.

5. FINAL REMARKS

This paper presents three INPE’ initiates in using and evaluat-
ing the remote sensing images and cloud services on AWS: (1)
Forest Monitor application; (2) Brazil Data Cube generation; and
(3) LUCC classification. In this work, we describe the software
architecture of each initiative and the AWS services used.

The AWS services tested in this work are very fast and useful,
specially the AWS Lambda service that allows users to run code
without provisioning or managing servers. Table 1 shows the cost
to generate a data cube of Sentinel 2 images with spatial reso-
lution of 10 meters and temporal resolution of 16 days (called
Sen10m16d), comparing the use of a premise hardware with AWS

lambdas in this generation. In this table, we can see the gain in us-
ing AWS Lambdas to generate multidimensional data cubes from
remote sensing images.

The main drawback faced in this work is that Earth on AWS is
missing surface reflectance products (ARD data) of Sentinel 2,
Landsat 8 and CBERS 4. To generate the data cubes described in
Section 3., we need to download the original images from USGS
and ESA at INPE, run the software tools Sen2Cor and LaSRC at
INPE to generate the surface reflectance images and upload them
to AWS. Thus, we need to pay AWS S3 buckets to store these
surface reflectance images for all Brazilian territory.

As future work, we intend to use and evaluate the AWS Sage-
Maker service to build, train, and deploy machine learning mod-
els.
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Data Cube Temporal extent Spatial extent
Premise hardware AWS using AWS cost using

Name (1 machine with 32 260 Lambdas 260 Lambdas32 CPUs / 128 GB Ram)

Sen10m16d 1 year
1 tile of the Brazil 1242 minutes =

5 minutes
US$ 3,00

data cube grid 20 hours (without S3 cost)

Sen10m16d 1 year
All Brazilian territory

11592 hours = 2800 minutes = US$ 840,00
(560 tiles of the

483 days 46 hours (without S3 cost)
Brazil data cube grid)

Table 1: Cost to generate a Sentinel-2 data cube on AWS.
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